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Abstract—Simulation-based testing of automated driving sys-
tems (ADS) is the industry standard, being a controlled, safe,
and cost-effective alternative to real-world testing. Despite these
advantages, virtual simulations often fail to accurately replicate
real-world conditions like image fidelity, texture representation,
and environmental accuracy. This can lead to significant dif-
ferences in ADS behavior between simulated and real-world
domains, a phenomenon known as the sim2real gap.

Researchers have used Image-to-Image (I2I) neural translation
to mitigate the sim2real gap, enhancing the realism of simulated
environments by transforming synthetic data into more au-
thentic representations of real-world conditions. However, while
promising, these techniques may potentially introduce artifacts,
distortions, or inconsistencies in the generated data that can affect
the effectiveness of ADS testing.

In our empirical study, we investigated how the quality of
image-to-image (I2I) techniques influences the mitigation of
the sim2real gap, using a set of established metrics from the
literature. We evaluated two popular generative I2I architectures,
pix2pix and CycleGAN, across two ADS perception tasks at
a model level, namely vehicle detection and end-to-end lane
keeping, using paired simulated and real-world datasets. Our
findings reveal that the effectiveness of I2I architectures varies
across different ADS tasks, and existing evaluation metrics do
not consistently align with the ADS behavior. Thus, we conducted
task-specific fine-tuning of perception metrics, which yielded a
stronger correlation. Our findings indicate that a perception
metric that incorporates semantic elements, tailored to each task,
can facilitate selecting the most appropriate I2I technique for a
reliable assessment of the sim2real gap mitigation.

Index Terms—autonomous vehicles testing, generative adver-
sarial networks, sim2real, reality gap.

I. INTRODUCTION

Autonomous driving systems (ADS) are vehicles capable
of traveling between destinations with little to no human
intervention. Current ADS are equipped with advanced deep
neural networks (DNNs) that process sensor data to perform
different prediction and control tasks, such as lane keeping,
object detection, object avoidance, and path planning [1], [2].

To validate the safety of ADS, the consolidated industrial
practice by automakers includes collecting real-world driving
data that is used within a multi-pillar approach that includes
training driving policies, virtual testing, test track, and real-
world testing [3]. Virtual testing uses simulation toolkits to

assess the compliance of an ADS with the safety requirements
on a wide range of virtual scenarios, some of which are
extremely difficult to test in the real world [4], [5].

However, generalization to real-world conditions is not
guaranteed [6], as simulation platforms typically lack sensor
fidelity and accurate representation of real-world conditions.
This phenomenon, known as the reality gap or sim2real
gap [2], [7], causes a mismatch between the behavior of
autonomous vehicles in simulated environments and the real
world. For ADS, understanding and mitigating the sim2real
gap is crucial. When the ADS performance in the simulated
environment does not directly translate to its performance
on actual roads, it lowers the trustworthiness of testing and
acceptance of ADS for large-scale deployment.

In this work, we target the sim2real gap for vision-based
ADS at a model level, i.e., considering pairs of simulated and
real-world inputs to the ADS. In this context, data-driven neu-
ral solutions, specifically Image-to-Image translation models
(referred to as I2I models hereafter), are used to transform
input images pertaining to one domain (i.e., simulated driving
scenes) into new images in a different domain (i.e., real-world
driving scenes) [8].

While I2I models have demonstrated remarkable perfor-
mance in generating images that appear realistic to human
observers [9], thus narrowing the inconsistent behavior be-
tween simulated and real-world data, they also bear notorious
limitations in terms of the quality of their generated outputs,
including issues like feature blending, color bleeding, or object
omissions [2]. For this reason, it is important to ground the
progress done in sim2real mitigation for ADS testing using
established metrics that can measure the extent to which the
gap between simulated and real-world data is reduced thanks
to I2I models.

Unfortunately, there is still no consensus on which eval-
uation metrics are the most effective for this task. While
studies [9], [10] have attempted to benchmark generative
adversarial networks, including I2I models, additional research
is required to determine whether these metrics are correlated
with a reduction in sim2real gap of ADS that rely on neural-
generated data as inputs.

The objective of this paper is to systematically investigate
the benefits and limitations of employing I2I models for
mitigating the sim2real gap in the context of ADS testing. OurXXX/$31.00 ©2024 IEEE



goal is to assess whether I2I models are a viable and effective
means of bridging this gap. Our study has three primary
objectives. First, we aim to assess whether the effectiveness of
I2I models generalizes across various ADS tasks, or if certain
I2I solutions are better suited for specific tasks. Second, we
aim to assess the relationship between the existing metrics
used to evaluate the quality of I2I model outputs and the
performance, or lack thereof, of the ADS systems being tested.
Finally, our third objective is to explore whether domain-
specific fine-tuning of the existing metrics can improve their
ability to correlate with the ADS behavior.

To address these objectives, we conducted a comprehensive
evaluation involving two well-known I2I models, pix2pix and
CycleGAN, in which we investigated their capabilities in mit-
igating the gap between simulation and reality for two critical
ADS tasks, vehicle detection, and lane keeping. Additionally,
we employed 13 existing metrics from the literature, both
at the distribution level and at the single-image level, and
assessed their correlation with the ADS behavior in terms
of prediction error, confidence measured as a complement of
DNN uncertainty, and attention error based on the heatmaps
from the explainable artificial intelligence domain. Finally, we
conducted task-specific fine-tuning of perception metrics, to
explore whether this adaptation could improve its effectiveness
in sim2real gap mitigation.

Our results revealed that the effectiveness of I2I models
varies across different ADS tasks, and existing evaluation met-
rics do not consistently align with the ADS behavior. However,
through task-specific fine-tuning of perception metrics, we
achieved a more robust correlation than all other metrics of
our study, for both I2I models and ADS tasks. This suggests
that this task-specific perception metric can serve as a reliable
indicator for assessing the reduction of the sim2real gap in
model-level ADS testing.

Our paper makes the following contributions:

Evaluation An empirical validation of 13 existing metrics for
I2I models in addressing the sim2real gap in ADS testing.

Perception Metric A task-specific perception metric to eval-
uate I2I models for sim2real scenarios in ADS testing.

Dataset An extension of an existing dataset for lane-keeping
ADS simulator with precise segmentation maps.

II. IMAGE-TO-IMAGE TRANSLATION MODELS

Generative models represent a class of machine learning
models designed to produce novel data resembling a provided
dataset. This is achieved by capturing the underlying patterns
and structures within the data, enabling the generation of novel
data samples. Among these methods, Generative Adversarial
Networks (GANs) [11] emerged as the most popular solution.
GANs consist of two neural networks, namely the Generator
and the Discriminator, that engage in a competitive learn-
ing process known as adversarial learning. The Generator’s
objective is to create synthetic data that is indistinguishable
from real samples, while the Discriminator learns to accurately
differentiate between them.

In the context of autonomous driving, GANs have been
applied to various tasks such as input pre-processing, including
raindrop removal [12], de-blurring [13], and de-hazing [14].
They also found applications in sim2real I2I translation
tasks [15], [16], [17], [18], in which one significant challenge
is ensuring that the generated images not only look realistic
but also preserve the essential content and details of the input,
i.e., their semantics. Since adversarial training may not guar-
antee semantics preservation, researchers have proposed GAN
variations that introduce constraints on the Generator’s output.
Instances of these solutions are pix2pix [19], UNIT [20],
DiscoGAN [21], and CycleGAN [22].

We focus our investigation on two popular I2I models,
namely pix2pix [19] and CycleGAN [22], for their significant
impact (the original papers have more than 21k citations
each as of 16 January 2024), including software engineering
applications for ADS testing [15], [23], [24].
pix2pix. pix2pix is an I2I model based on conditional Gener-
ative Adversarial Networks (cGANs) [25]. Unlike traditional
GANs, the generator is provided with conditional information,
such as an input image or label, in addition to random noise.

In the case of pix2pix, the conditional information is an
input image from the source domain (e.g., real-world driving
images) that needs to be translated into the target domain
(e.g., synthetic driving images), which forces the generator
to produce data that aligns with the input. The discriminator,
as in a GAN network, is tasked with distinguishing between
a real target image and a generated one. However, in pix2pix,
the adversarial loss drives the Generator towards producing
realistic images, whereas the L1 loss (Mean Absolute Error)
ensures pixel-level accuracy, enforcing the creation of contex-
tually accurate generated images.
CycleGAN. CycleGAN targets unsupervised I2I translation,
i.e., it does not require paired training data from the source
and target domains. CycleGAN adopts four neural networks,
two generators (G1 and G2) and two discriminators (D1 and
D2), which are trained simultaneously. The generator G1

performs the sim2real translation from the source domain (e.g.,
simulated driving images) to the target domain (e.g., real-world
driving images). Conversely, the generator G2 performs the in-
verse real2sim transformation. The discriminator D1 is trained
to differentiate between real images from the target domain
and images generated by G1, whereas the discriminator D2

fulfills a similar role for the inverse mapping.
While the generators G1 and G2 employ adversarial training

to generate images that closely resemble images from the
target domain, the preservation of the original image’s content
(e.g., vehicles, pedestrians, or traffic signs occurring in a real-
life driving scenario) is not ensured. Thus, to ensure that the
translation is both realistic and semantics-preserving, Cycle-
GAN uses a cycle consistency loss to quantify the disparity
between the source image and the image obtained by cycling
through the translation process. In other words, when an image
is translated from the source domain to the target domain and
then back to the source domain, the resulting image should
closely resemble the original source image.
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III. IMAGE-TO-IMAGE MODELS EVALUATION METRICS

Researchers have identified issues within GANs, including
I2I models, that could potentially affect systems reliant on
the use of their generated images as input. These include
visual anomalies such as color bleeding, feature blending,
omission, hallucination, erroneous object textures, and pixel
patterns which can introduce inaccuracies and inconsistencies,
disrupting ADS related to object recognition, segmentation,
and scene understanding tasks [26].

The objective of this study is to explore the advantages
and drawbacks of employing I2I models for sim2real gap
mitigation in the context of ADS testing. Our specific goals
are twofold. First, we aim to assess whether the effectiveness
of I2I models can be transferred to various ADS tasks or
if certain I2I solutions are better suited for specific ones.
Second, we aim to assess whether the existing metrics used
to evaluate the quality of I2I model outputs are correlated
with the performance of the ADS being tested and whether
improvements to the existing metrics can be made.

In this study, we evaluate the image quality assessment
metrics provided by Borji [9] and by Pang et al. [10]. The
selected metrics pertain to two categories, namely distribution-
level metrics and single-image metrics.

A. Distribution-level Metrics

Distribution-level metrics are designed to evaluate the over-
all performance of an I2I translation model by considering
the entire set of generated images as a collective output.
These metrics provide insights into the global characteristics
of the generated distribution, enabling them to work even if a
mapping between the source and target domain is not available.
Inception Score [27] (IS). This metric assesses the quality
and diversity of image distributions as follows. IS employs
the pre-trained Convolutional Neural Network (CNN) model,
Inception [28], as a feature extractor to compute classification
confidence (which is used as a proxy for quality) and entropy
of the predicted class probabilities (which is considered as a
measure of diversity) on all generated images. Therefore, IS
consists of an aggregate value computed as the exponential of
the entropy of the average class probabilities. A high IS score
indicates high-quality and more diverse images.
Fréchet Inception Distance [29] (FID). This metric quantifies
the distance between the distributions of features extracted
from real and generated images. Similarly to IS, the FID metric
relies on a pre-trained Inception model as a feature extractor.
The extracted features of both real and generated images
are then modeled as a multivariate Gaussian Distribution and
compared using the Fréchet distance [30]. A lower distance
should indicate high similarity between the real and generated
distributions, indicating a well-performing generative model.
Kernel Inception Distance [31] (KID). This metric quantifies
the similarity between the distributions of feature representa-
tions by modeling them as kernel mean embeddings. The Gram
matrix [32] is computed for both the real and generated images
to capture relationships between their features. The square root
of Maximum Mean Discrepancy (MMD) [33] is then used to

quantify the difference between the distributions based on the
Gram matrices. A lower MMD score should indicate a better
alignment between the two image distributions.

B. Single-Image Metrics

Single-image metrics focus on evaluating the quality of
individual images generated by a model. These metrics assess
how well each output image aligns with a ground truth or
reference image. Due to the direct comparison between two
images, these techniques require the input and target domain to
have an explicit mapping. We categorize single-image metrics
in content-based metrics and perception-based metrics.

1) Content-based Single-Image Metrics: These metrics
only use the input image pair attributes to evaluate image
differences. We consider seven content-based metrics.
Structural Similarity Index (SSIM) [34]. It evaluates the
quality of a generated image by comparing its structural in-
formation, such as edges, textures, and patterns, to a reference
image. The SSIM output is obtained by a combination of
luminance (the difference in average intensity values), con-
trast (the distance between the image contrast distributions),
and structure (the normalized covariance between the pixel
intensities of the two images). A higher SSIM value indicates
greater similarity between the two images in terms of their
structural information, suggesting higher image quality.
Peak signal-to-noise ratio (PSNR) [27]. It measures the
difference between an image pair by calculating the ratio of
the maximum possible pixel value (peak signal) to the Mean
Square Error (MSE) between the reference image and the
reconstructed/generated image pixel values (noise). A high
PSNR value should indicate a low average error between the
two image domains thanks to a well-performing model.
Mean Squared Error (MSE). It quantifies the average
squared difference between the pixel values of two images.
Lower MSE values indicate higher similarity at the pixel level
between the generated and the reference image [34].
Cosine Similarity (CS) [35]. It is a metric used to quantify
the similarity between two feature representations. It calculates
the cosine similarity of the feature vectors extracted using the
same pre-trained classification models as in CPL. A higher
cosine similarity value suggests that the images are more
similar in terms of the features.
Texture Similarity Index (TSI). It is used to measure the
texture properties of a generated and real image pair. For
each of the two inputs, multiple Gray-Level Co-occurrence
Matrices (GLCMs) [36] are computed and used to capture
spatial relationships between pixel values. Using the output of
these matrices it is possible to analyze how the textures differ
in terms of properties like contrast, dissimilarity, homogeneity,
energy, and correlation. The metric output is an aggregate of
the absolute difference in texture properties between the two
images. A lower texture similarity score suggests two images
with close texture properties.
Wasserstein Score (WD) [37]. Also known as Earth Mover’s
Distance (EMD) [38], it assesses the similarity between two
images by considering the cost of transforming one image
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into the other. It quantifies the minimum amount of work (or
distance) required to redistribute the mass from the pixels in
the generated image to match the reference image. A lower
Wasserstein Score indicates greater similarity.
KL Divergence (KL) [39]. It is a measure of the difference
between two probability distributions. In the context of images,
it quantifies the difference in pixel value distribution between
a generated image and a reference image. A lower KL Diver-
gence indicates greater similarity in pixel value distribution.
Histogram Intersection (HistI) [40]. It measures the sim-
ilarity between two images by computing the intersection of
their histograms, i.e., the distribution of pixel values. A higher
intersection value suggests greater similarity.

2) Perception-based Single-Image Metrics: These metrics
evaluate the differences between a real and a generated image
by observing high-level features computed leveraging a pre-
trained model for feature extraction, such as ResNet50 [41] or
VGG [42]. We consider three perception-based metrics.
Classifier Perceptual Loss (CPL) [43]. It measures the dif-
ference between the feature maps created by the convolutional
layers of a pre-trained classification model. Feature maps
capture high-level representations of the input images, such as
textures, objects, and shapes. By comparing the feature maps
of a generated image to those of a reference image, perceptual
loss aims to measure if the generated image not only matches
pixel values but also retains analogous perceptual features. A
lower perceptual loss value indicates that two images share
more perceptual characteristics, suggesting high similarity.
Semantic Segmentation Score (SSS). It measures the seman-
tic details and the structural difference between two images
by applying a pre-trained segmentation architecture such as
FCN-8 [44] on the generated image, and by comparing its
output with the ground truth segmentation label of the source
image. A high error between the semantic representation of
the original and the predicted image should indicate a lack of
fidelity in terms of image content.

IV. EMPIRICAL STUDY

The goal of our empirical study is to evaluate different
I2I models for sim2real gap mitigation in the context of
ADS testing. We consider two popular, yet different tasks
related to autonomous driving, namely vehicle detection and
lane keeping. These components are deemed essential by the
U.S. Department of Transportation, National Highway Traffic
Safety Administration (NHTSA), but they require rigorous
testing to ensure that the vehicle can effectively stay in its
lane and recognize pertinent objects before deployment [45].

A. Research Questions

We consider the following research questions.
RQ1 (Transferability): Does the effectiveness of I2I models
for sim2real mitigation vary for different tasks?

The first research question evaluates the effectiveness of I2I
models for sim2real gap mitigation in the context of the two
considered ADS testing tasks.

RQ2 (Correlation): How do existing I2I evaluation metrics
correlate with the associated ADS behavior?

In the second research question, we aim to assess whether
our evaluated metrics are informative with respect to the
(mis)behavior of ADS that use these inputs for sim2real gap
mitigation.
RQ3 (Fine-tuning): Does fine-tuning of I2I perception-based
metrics improve the sim2real mitigation task?

Finally, in the third research question, we further fine-
tune the perception metrics on each individual task to assess
whether improvements can be achieved beyond the original
metric propositions.

B. Datasets

1) Vehicle Detection Dataset: To perform translation qual-
ity evaluations for sim2real vehicle detection tasks, we adopt
the KITTI [46] and vKITTI [47] datasets. We use vKITTI
(sim) and KITTI (real) as source and target datasets for I2I
models (Figure 1(a-b) shows an example).

More in detail, the KITTI dataset (Karlsruhe Institute
of Technology and Toyota Technological Institute) is a
widely used benchmark for autonomous driving perception
research [48], [49], [50]. It provides a large collection of real-
world data (e.g., GPS, image, and LIDAR sensors) captured
from a moving vehicle in multiple road environments. The
ground truth is represented by bounding boxes (i.e., rectangu-
lar regions) that specify the position and extent of the objects
of interest. Additionally, semantic segmentation maps assign
specific object class labels to individual pixels, allowing for
pixel-level identification of different object categories (e.g.,
vehicles, road pavement). The vKITTI dataset (Virtual KITTI)
is a virtual replica of a subset of KITTI, rendered using
the Unity computer graphics engine [51]. The dataset was
obtained by performing a semi-supervised real-to-virtual world
cloning method where object positions and orientations in
the virtual world were calculated based on their relationships
with the camera and road positions in KITTI. Differently,
environmental objects such as trees, buildings, and secondary
roads were manually placed in the environment [47]. The final
dataset includes 1,064 sim2real image pairs and labels across
KITTI and vKITTI.

2) Lane Keeping Dataset: The second dataset involves
imitation-learning-based end-to-end lane-keeping across vir-
tual and real-world environments. We have considered the
datasets from recent work on sim2real gap estimation for
ADS driving [15], in which the authors provide a dataset
of images captured with a physical small-scale autonomous
vehicle performing lane-keeping on a real-world indoor track
and the associated driving simulator (Figure 1(c-d) shows
an example). Specifically, the data is collected using the
DonkeyCar [52], a framework that includes a 1/16th scale
vehicle and a digital twin simulation platform (Figure 1(c-d)
shows an example). In total, the dataset includes 14k simulated
driving frames, of which 5k are unlabeled and 9k labeled, and
21k driving frames, of which 6k unlabeled and 15k labeled.
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(a) Vehicle Detection Sim. (b) Vehicle Detection Real. (c) Lane Keeping Sim. (d) Lane Keeping Real.

Fig. 1: An example of dataset sim2real pairs for the Vehicle Detection (a-b) and Lane Keeping (c-d) datasets.

C. ADS Under Test

1) Vehicle Detection: Concerning the vehicle detection
task, we adopted the YOLOv3 [53] model (You Only Look
Once v.3), an object detection and classification CNN ar-
chitecture that has been adopted in the autonomous driving
domain due to its accuracy and performance on constrained
hardware [54], [55]. We chose version 3 for its maturity, its
availability of robust pre-trained model weights [56], [57],
and its higher inference speed compared to more recent
variations [58]. In this study, we use a model pre-trained on the
Microsoft Common Objects in Context dataset (COCO) [59],
an image dataset with semantic labels for 50 object classes
and 123k samples, of which 13k pertain to vehicles. The
model outputs for each detected object are the object class,
the confidence of said classification, and the bounding box
containing the object. For this study, we only consider object
predictions pertaining to vehicles due to a marginal presence of
pedestrians, bicycles, and other classes relevant to ADS tasks
in the subset of (v)KITTI. In the rest of the paper, we shall
use the terms object/vehicle detection dataset interchangeably.

2) Lane Keeping: DAVE-2 is a CNN model for lane-
keeping tasks based on imitation learning [60]. Given an
input image representing a road scene, DAVE-2 processes
it through three convolutional layers for feature extraction
followed by five fully connected layers for steering angle
regression. By providing recorded input images associated
with steering commands, this model is capable of learning
how to keep a vehicle on the road. Due to its performance
despite its simple architecture, this model has been used for
a large variety of ADS testing studies [15], [23], [61]. More
importantly, DAVE-2 exhibits realistic behaviors in simulated
environments, with performance degradation [62] that closely
mimics reality when the generated images exhibit distortions
in the lanes [63].

D. ADS behavior Metrics

To evaluate the behavior of both ADS, we conduct a
comparison between ground truth annotations of real-world
images and the ADS outputs generated using simulated, I2I
translated, and corresponding real images. This evaluation is
based on three ADS behavioral metrics [64]: prediction error,
confidence, and attention error.
Prediction Error. The first behavioral metric is prediction
error, i.e., the discrepancy between the predicted output of
the ADS and the ground truth value. Intuitively, when the I2I
model generates poor translations, it leads to high ADS pre-
diction errors, signifying ineffective sim2real gap mitigation,

while high-quality translations result in low prediction errors,
indicating successful mitigation.

For YOLOv3, we use the Intersection over Union (IoU) [65]
metric to assess the alignment between predicted bounding
boxes and the ground truth bounding boxes. Any significant
misalignment leads to false positives and false negatives,
whose severity is further assessed by considering their respec-
tive areas. For example, a false negative that involves a vehicle
in the foreground is deemed more critical than one in the
background. For instances in which the bounding boxes are
correctly matched, i.e., a successful object detection, we also
measure the area difference between the two boxes to quantify
the degree of bounding box misalignment. This methodology
enables us to assess the accuracy of vehicle detection as well as
to evaluate the extent of the bounding boxes’ error prediction.
For DAVE-2, we compute the MSE between the predicted and
ground truth steering angle.
Confidence. The second behavioral metric consists of a mea-
sure of confidence associated with the ADS prediction. We
follow the intuition that this metric can help evaluate the
quality of I2I translated inputs as high confidence may suggest
a high degree of faith in the accuracy of the transformation,
whereas low confidence may indicate a higher likelihood of
discrepancies between real and translated images. In YOLOv3,
the confidence of class predictions is readily available as one
of the outputs. To assess the overall confidence of the model
for one input, we simply aggregate the confidence scores for
all predicted vehicles, resulting in a single averaged confidence
value for the vehicle class. In contrast, the standard configura-
tion of DAVE-2 provides only inference outputs, i.e., steering
angles. Thus, following existing guidelines [66], [67], we use
the predictive variance of dropout-based DNNs called Monte
Carlo dropout, or MC-Dropout (MCD) [68]. MCD leverages
dropout layers, where random neurons are deactivated during
inference, to inject randomness into the ADS predictions. By
carrying out multiple iterations with dropout applied, MCD
generates a range of predictions for the same input. The
variance of the observed probability distribution quantifies the
uncertainty (i.e., the confidence error).
Attention Error. The last ADS behavioral metric relies on
attention maps generated through explainable artificial intel-
ligence techniques (XAI). Attention maps are post-training
methods that highlight the specific input pixels that exert the
most significant influence on the output predictions [69]. In our
study, we employ the GradCam algorithm [70], a widely used
technique based on gradient back-propagation which enables
us to gain insights into the image areas that the ADS considers
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TABLE I: Datasets Usage (✔ used; ✘ not used).

Data split (set) Used
for

Size
[sim/real]

ADS
labels Paired Seg.

maps

Vehicle Detection Implementation I2I/Seg [1,064/1,064] ✔ ✔ ✔

Evaluation RQs [1,064/1,064] ✔ ✔ ✔

Lane Keeping
Train ADS [-/7905] ✔ ✘ ✘

Implementation I2I/Seg [5,361/5,361] ✘ ✘ ✔

Evaluation RQs [197/197] ✔ ✔ ✔

relevant during its execution. We utilize the attention map
as a quality indicator to determine if the ADS is directing
its attention to image regions pertinent to its intended task.
When the attention map indicates ADS focus on areas different
from those obtained on real-world data, it could indicate that
the translation process has impacted the ADS reliability with
respect to the unaltered real-world data.

For each input image, we use as ground truth the cor-
responding real-world semantic segmentation map, which
provides a pixel-level identification of different objects and
regions within the image. We use it to automatically detect
the areas of interest (i.e., the vehicles for vehicle detection and
road lanes for lane keeping) and compare them with the scores
of the attention map generated by the I2I model for that image.
Specifically, we apply a binarization process to both maps. For
attention maps, we employ a threshold that highlights image
areas of significant importance to the model, retaining those
with an intensity above 50%. In the semantic segmentation
map, we assign a value of 1 to pixels that represent relevant
objects, while setting all other pixels to 0. Subsequently, we
compute the MSE between these two binary maps to quantify
the model attention error.

E. Procedure

Dataset Pairing, Pre-processing, and Splitting. Our study
requires splitting the simulated and real datasets into different
independent sets, with different requirements in terms of
pairing. Table I summarizes the dataset size and split used
in the paper. For evaluating the I2I models in relation to the
ADS behavior metrics, our study requires an evaluation set
of paired simulated and real data. Without this consistency,
assessing whether the model successfully maintains content
while improving quality and style becomes challenging. A
separate implementation set, for which no pairing is required,
is used to train the I2I models as well as the segmentation
model used in RQ3. Finally, the lane-keeping case study also
requires a training set for training DAVE-2.

The vehicle detection dataset already meets the pairing
requirement as vKITTI is a synthetic counterpart of a subset
from the KITTI dataset. Thus, we divided the paired data
into two ≈1,000-image sets for the implementation set and
evaluation set, without further preprocessing. In contrast, for
the lane-keeping dataset, we established a paired evaluation
set of simulated and real labeled images from the original
test set [15] by performing a manual alignment of 197

frames between simulated and real images.1 The remaining
(unpaired) data was divided into two groups: a training set of
7,905 labeled real images and an implementation set of 5,361
unlabeled simulated and real images.

To train pix2pix, due to its supervised nature, we need
a substantial number of paired images. The vehicle detec-
tion dataset already includes the required semantic maps for
pix2pix. In contrast, for the lane-keeping dataset, we generated
segmentation maps by associating specific pixel values with
semantic classes in each image (i.e., road and background),
followed by manual refinement to ensure map accuracy.
Training I2I Models and Data Generation. To train both
pix2pix and CycleGAN, we used the implementation set,
as follows. pix2pix is trained using real images and their
corresponding segmentation masks, whereas CycleGAN is
trained using unpaired simulated and real images. We trained
pix2pix for ≈23 hours and CycleGAN for ≈2.5 hours on a
Google Cloud TPU v4 with 36GB of VRAM equivalent [71].
Both models are trained using the original code provided by
the authors. During training, we saved the checkpoints (i.e.,
model weights) at the end of each epoch, which allowed us to
consider models at various stages of maturity. After training,
we selected three checkpoints for pix2pix and CycleGAN,
approximately at 10-50-90% of the training time, to assess
poorly/medium/largely trained models (Table II). Their respec-
tive generators were then used to produce a translated copy of
the simulated data in the evaluation set.

TABLE II: Training statistics for the I2I models.

Training Checkpoints

I2I model Epochs Time (h) Ckp. name Epochs Time (h)

Vehicle
Detection

pix2pix 130 23.1 P1/P2/P3 14/70/120 2.4/12.4/21.3
CycleGAN 38 2.63 C1/C2/C3 4/19/33 0.2/1.3/2.2

Lane
Keeping

pix2pix 170 22.95 P1/P2/P3 20/80/150 2.7/10.8/20.2
CycleGAN 40 2.42 C1/C2/C3 8/20/34 0.4/1.2/2

Training ADS. The upper bound number of epochs was set
to 200, with a batch size of 128 images and a learning rate of
0.001. We used early stopping with a patience of 10 epochs
on the validation set. The DNNs use the Adam optimizer [72]
to minimize the MSE between the predicted steering angles
and the ground truth value.
RQ1 (Transferability). To answer RQ1, for each ADS task,
we execute the ADS models (YOLOv3 and DAVE-2) on the
real-world evaluation set to collect the nominal prediction
error, confidence values, and attention errors (Section IV-D).
We then executed each ADS on the simulated implementation
set and on the corresponding data generated by the six I2I
translation models created for each task (three for pix2pix
and three for CycleGAN) and collected the corresponding

1While the size of the evaluation set of the lane-keeping dataset is lower
than the one for the vehicle detection dataset, the number of images is
sufficient to represent all the conditions of the real-world road track used
in the previous paper [15], an 11 m long track, 52 cm wide. Clockwise, the
track features three bends on the right and one on the left.
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Fig. 2: Distributions of ADS behavior on different image domains. The black horizontal line represents the median of the
distribution, whereas the color indicates whether the median is lower (green) or same/higher (red) as compared to the simulated
domain (yellow); In each boxplot, distributions with lower values are preferable. The figure is best viewed in color.

ADS behavior metrics. Finally, we computed the relative error
concerning the score of these metrics on real-world data, which
provided a quantification of how the ADS behavior deviated
from the expected behavior.

RQ2 (Correlation). To address RQ2, for both ADS tasks,
we compute the metrics outlined in Section III-A on the
I2I translated images from the evaluation set used for RQ1.
Then, we compute the correlation between these metrics
and the relative errors of ADS behaviors using Pearson’s
correlation coefficient [73]. For distribution-level metrics, we
compute the correlation with the average of the relative ADS
behavioral metrics. For single-image metrics, we compute their
correlation with the relative ADS behavior for each input
domain separately. To compute IS and FID, we utilize Incep-
tionV3 [74], whereas for computing CPL, CS, and SSS, we
used a VGG16 [42] model, both pre-trained on ImageNet [75].

RQ3 (Fine-tuning). We develop a perception metric cus-
tomized for our image domains through fine-tuning. Partic-
ularly, we leverage a SegFormer model [76] pre-trained on
the Cityscapes dataset [77], a transformer-based segmentation
model, renowned for image semantic segmentation tasks.
Which is fine-tuned to the specific ADS tasks by training
it only using segmentation masks that contain the classes
relevant to each ADS task. For vehicle detection, we used the
classes “vehicle”, “road”, “environment” and “sky”, whereas,
for lane-keeping, we considered the classes “road” (including
central and outer lanes) and “background”. Subsequently, we
employ the trained SegFormer model to assess the semantic
differences between the original image and the translated
version, following a similar approach as for the SSS metric.

To offer varying levels of fine-tuning, we compute semantic
difference values both (i) across all relevant classes (Targeted
Semantic Segmentation TSS) and (ii) only for the most
relevant class of each ADS task—i.e., “vehicle” for vehicle
detection and “road” for lane keeping—(One Class - Targeted
Semantic Segmentation OC-TSS). After computing the TSS

TABLE III: Distribution-level metrics relative error correla-
tions.

Vehicle Detection Lane Keeping

Prediction Confidence Attention Prediction Confidence Attention

IS 0.41 0.37 0.41 0.14 0.72 0.65
FID 0.24 0.21 0.31 0.64 0.86 0.78
KID 0.54 0.64 0.86 0.54 0.74 0.60

and OC-TSS scores, we computed the correlation between
both fine-tuned image metric values and the ADS behavior
metrics as done for RQ2.

F. Results

RQ1 (Transferability). Figure 2 (top) shows the results for
the vehicle detection ADS, whereas Figure 2 (bottom) shows
the results for the lane-keeping ADS. For both ADS tasks,
each row displays several boxplots representing the ADS
behavior deviation from the real counterpart (prediction error,
confidence, and attention error) on simulated data (Sim) and
I2I-generated data for the I2I models under test at various
epochs (C1, C2, C3, P1, P2, P2, see Table II).

Considering the relative prediction and attention errors, C3
has a good performance in mitigating the sim2real gap in
the vehicle detection task, whereas, for the lane-keeping task,
our results show both I2I models mitigate the sim2real gap.
Our results reveal that the relative confidence error may not
be useful for sim2real gap mitigation assessment, as none
of the models of either domain show an improvement over
the simulated inputs. We assess the statistical significance of
the differences between real-world and simulator/I2I errors
using a paired t-test [78] (with α = 0.05), the magnitude of
the differences using the Cohen’s d effect size [79], and the
statistical power with a Monte Carlo power analysis [80] with
80% power target as our data is not normally distributed.
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TABLE IV: Single-image metrics correlations. Bold values indicate statistical significance (p-value < 0.05), red values indicate
wrong correlation direction, and grey values indicate correlations lower than 0.10. ↓↓↓/↑↑↑= lower/higher values are preferable.

Relative Prediction Error Relative Confidence Error Relative Attention Error

C1 C2 C3 P1 P2 P3 C1 C2 C3 P1 P2 P3 C1 C2 C3 P1 P2 P3

RQ2

V
E

H
IC

L
E

D
E

T
E

C
T

IO
N

SSIM ↑↑↑ -0.03 0.06 -0.02 0.18 0.21 0.26 0.16 0.11 0.20 0.06 0.05 0.08 -0.09 -0.04 -0.02 -0.09 -0.14 -0.26
PSNR ↑↑↑ 0.08 0.07 -0.09 0.30 0.32 0.35 0.18 0.04 0.14 -0.01 0.01 0.12 -0.11 -0.01 -0.01 -0.01 -0.08 -0.16
MSE ↓↓↓ -0.08 -0.08 0.09 -0.30 -0.31 -0.35 -0.18 -0.05 -0.14 0.01 -0.01 -0.12 0.11 0.02 0.00 0.00 0.08 0.16

CS ↑↑↑ -0.03 0.04 -0.06 -0.21 -0.14 0.18 0.18 0.13 0.04 -0.01 0.09 0.20 0.10 0.03 0.01 0.32 0.20 -0.11
TSI ↓↓↓ 0.07 0.00 -0.13 -0.08 -0.13 -0.16 0.05 0.01 -0.12 0.04 -0.05 -0.01 -0.20 0.15 0.13 -0.09 0.15 0.37
WD ↓↓↓ -0.08 0.00 0.04 0.06 0.09 0.09 0.05 0.07 0.31 0.17 0.11 0.15 -0.10 0.00 -0.06 -0.30 -0.28 -0.35
KL ↓↓↓ 0.03 -0.13 0.14 -0.11 0.04 0.12 0.07 -0.11 0.13 0.04 0.18 0.14 -0.08 0.15 -0.11 0.18 -0.08 -0.18

HistI ↑↑↑ 0.09 0.05 -0.06 0.23 0.17 0.31 0.05 0.10 -0.06 -0.00 -0.09 0.06 -0.01 -0.12 0.07 0.02 0.03 -0.27
CPL ↓↓↓ 0.00 0.01 0.02 0.29 0.20 0.16 0.23 0.19 0.11 0.00 0.15 0.08 -0.10 -0.01 -0.01 0.17 0.26 0.36
SSS ↓↓↓ -0.02 -0.01 0.01 0.23 0.19 0.10 0.21 0.17 0.13 0.01 0.18 0.09 -0.12 -0.04 -0.03 0.21 0.23 0.34

RQ3
TSS ↓↓↓ 0.05 -0.08 -0.09 0.26 0.14 0.01 -0.05 -0.02 -0.11 -0.04 0.05 -0.03 0.04 0.19 0.13 0.11 0.21 0.36

OC-TSS ↓↓↓ 0.33 0.21 0.15 0.57 0.55 0.49 0.13 0.19 0.21 0.08 0.10 0.12 -0.10 -0.08 -0.09 -0.24 -0.19 -0.24

RQ2

L
A

N
E

K
E

E
P

IN
G

SSIM ↑↑↑ -0.31 -0.28 -0.39 -0.09 -0.03 -0.15 -0.14 -0.13 -0.05 -0.12 -0.07 -0.13 -0.34 -0.37 -0.20 -0.03 0.05 0.35
PSNR ↑↑↑ -0.33 -0.34 -0.45 -0.12 -0.08 -0.12 -0.11 -0.02 -0.08 -0.13 -0.01 -0.11 -0.38 -0.36 -0.31 -0.02 -0.10 0.18
MSE ↓↓↓ 0.34 0.34 0.45 0.12 0.07 0.12 0.11 0.02 0.08 0.13 0.01 0.11 0.38 0.36 0.31 0.01 0.10 -0.17

CS ↑↑↑ 0.03 0.00 -0.07 -0.06 -0.14 0.02 -0.04 -0.10 -0.05 -0.03 -0.13 0.02 -0.14 -0.01 -0.06 -0.11 0.14 -0.00
TSI ↓↓↓ -0.15 -0.12 -0.06 -0.26 -0.18 0.00 0.10 0.11 0.20 -0.10 -0.14 -0.07 -0.04 -0.07 -0.18 -0.18 -0.16 -0.16
WD ↓↓↓ 0.07 0.02 -0.15 -0.07 -0.07 -0.16 0.10 0.07 0.07 0.13 0.10 0.07 -0.05 0.00 -0.08 -0.19 0.03 0.22
KL ↓↓↓ 0.25 0.10 0.10 -0.05 0.00 -0.05 0.21 0.10 0.07 0.11 0.18 0.19 0.27 0.29 0.37 -0.01 -0.09 -0.12

HistI ↑↑↑ -0.15 0.01 -0.24 0.21 0.03 -0.27 0.11 0.08 0.13 0.11 0.20 -0.01 -0.13 0.10 -0.17 0.05 -0.37 0.03
CPL ↓↓↓ 0.15 0.28 0.30 0.22 0.17 0.02 0.18 0.25 0.12 0.15 0.19 0.30 -0.05 -0.13 -0.13 0.01 0.14 0.16
SSS ↓↓↓ 0.21 0.18 0.25 0.11 -0.10 -0.05 0.23 0.30 0.12 0.21 0.19 0.26 -0.02 -0.05 -0.11 -0.02 0.26 0.07

RQ3
TSS ↓↓↓ 0.15 0.16 0.16 0.17 0.13 0.20 0.15 0.16 0.16 0.17 0.13 0.20 0.07 -0.01 -0.17 0.08 -0.10 -0.48

OC-TSS ↓↓↓ 0.39 0.35 0.44 0.42 0.31 0.38 0.14 0.15 0.15 0.18 0.13 0.19 0.06 -0.04 -0.16 0.10 -0.08 -0.45

In the vehicle detection task, only C3 has a distribution
of prediction errors for which it was the same for real-
world and for I2I-generated images (i.e., p-value ≥ 0.05,
and high statistical power). This indicates that a high-quality
CycleGAN architecture can generate sim2real gap mitigating
inputs for which the ADS outputs predictions similar to those
on real-world data. Differently, none of the domains showed
statistically significant differences for confidence and attention
errors (p-value < 0.05). These findings indicate that such
ADS behavioral metrics are less adequate to analyze the ADS
transferability across virtual and real-world environments at
the model level. In the lane-keeping task, C2, C3, and P2
have a distribution of prediction and attention errors that were
the same for the real world and for I2I-generated images
(i.e., p-value ≥ 0.05, and high statistical power). Regarding
confidence, our analysis does not identify any distribution as
statistically close.

RQ1 (Transferability) The effectiveness of I2I models
for mitigating the sim2real gap varies across different
tasks. For lane keeping, all I2I models mitigate the
sim2real gap in terms of prediction and attention
errors; for vehicle detection, only a high-quality Cy-
cleGAN achieves this outcome.

RQ2 (Correlation). Concerning distribution-level metrics, Ta-
ble III presents the Pearson’s correlation coefficients between
the distribution-level I2I models evaluation metrics (first col-
umn) and the ADS evaluation metrics (remaining columns).
Also in this case results are aggregated by ADS task. Bold
values indicate statistical significance (p-value < 0.05).

Our results indicate good correlations between all
distribution-level metrics and ADS metrics in both ADS
tasks, except for IS and prediction error in the lane-keeping
task. Specifically, in the vehicle detection task, the IS metric
correlates with statistical significance with relative prediction
error, and KID does so with attention error. In contrast, in the
lane-keeping task, FID demonstrates a significant correlation
with both Uncertainty and attention error, while KID does so
with uncertainty.

Concerning image-level metrics, Table IV present the Pear-
son’s correlation coefficients between the single-image metrics
(rows) and the ADS evaluation metrics (columns) on each
generated domain (C1, C2, C3, P1, P2, P3) for both. Results
are aggregated by ADS task (Vehicle detection and Lane
keeping). Overall, our results show correlation ranges ∓0.45;
for the sake of space, we limit our analysis to metrics having
absolute correlation scores higher than 0.10, with statistical
significance. For the vehicle detection task, CPL and SSS
are the only metrics that exhibit a statistically significant and
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Fig. 3: Translation quality comparison: P1 (low-quality
pix2pix) and P3 (high-quality pix2pix). Rows depict simulat-
ed/reference images, neural-generated images by P1 and P3,
ground truth and vehicle detection ground truth and output
(green and red boxes) with confidence (in percentage), ADS
attention mask, and TSS/OC-TSS values—larger values of the
metrics highlight the error between the semantic representation
of the original and generated images, thus characterizing
neural translation effectiveness.

consistent correlation, without directional disagreement, with
the ADS relative prediction errors. This trend is observed
exclusively in pix2pix-based models (P1, P2, and P3). On
the other hand, in the lane-keeping task, SSIM, PSNR, MSE,
and SSS exhibit this behavior for CycleGAN-based models,
while CPL achieves it in both tasks. In terms of relative
confidence error, WD, CPL, and SSS exhibit statistically
significant correlations without directional discrepancies in the
vehicle detection task, while, for the lane-keeping task, this is
observed only with CPL and SSS. Lastly, concerning Attention
error, SSIM, PSNR, and MSE show a correlation with some
models in the vehicle detection task, whereas none of the
metrics do so in the lane-keeping task.

RQ2 (Correlation): All distribution-level metrics cor-
relate well with at least one ADS behavior metric. The
correlation does not transfer across ADS tasks. Single-
image metrics, on the contrary, are highly inconsistent
both across ADS tasks and I2I models, making them
less suitable for sim2real ADS assessment.

RQ3 (Fine-tuning). The bottom part of Table IV, shows,
for each task, the Pearson’s correlation coefficients between
the TSS and OC-TSS metrics (first column) and the ADS
evaluation metrics (remaining columns).

The metric TSS, which utilizes all segmentation classes to
calculate image difference, exhibits correlation scores with the
ADS behavior in line with existing metrics (RQ2) for both
ADS tasks (values up to 0.36), but notably does not show
directional correlation disagreement for prediction error and
attention error in the vehicle detection task and for prediction
error and confidence error in the lane-keeping task. Across
ADS tasks, TSS correlates negatively with the attention error
for P1 and P3 in the lane-keeping task, whereas it correlates
positively in the vehicle detection task for all models.

Differently, OC-TSS is the only metric in our study that
shows stable correlations across ADS tasks. Notably, it also
achieves the highest correlation scores for P1, P2, and P3
(vehicle detection). It shows positive correlations with relative
prediction errors in both ADS tasks, for both pix2pix and
CycleGAN models.

Finally, it is worth noting that when it comes to the vehicle
detection task, OC-TSS stands out as the only metric that con-
sistently exhibits a statistically significant positive correlation
with all evaluation metrics across various generative domains
(specifically, pix2pix and CycleGAN). The only exception to
this trend is the attention scores, which display a negative
correlation, in contrast with the expected metric direction.

RQ3 (Fine-tuning): In both evaluated task domains,
TSS and OC-TSS provide valuable measures to eval-
uate the quality of I2I translation models, in terms of
relative prediction and confidence error, making them
suitable for sim2real ADS assessment.

Figure 3 shows some meaningful examples from our study.
We present an example of low-quality and high-quality I2I
translations produced by pix2pix models P1 and P3. For each
model output (second row), we provide the predictions of the
vehicle detection model, including confidence scores (third
row), and the associated attention maps (fourth row). Below
each column, we present the TSS and OC-TSS metrics that
we have developed to address RQ3. These metrics indicate
a significant decline in quality, with a five-fold difference
similar to the decrease in ADS performance, when comparing
the visually inferior translation to the superior one. This
drop in quality is evident in incomplete vehicle classification,
increased false negatives, reduced confidence in predictions,
and less focused attention.

G. Threats to Validity

1) Internal validity: In the absence of a consensus on
appropriate metrics for evaluating I2I models, we encountered
challenges in determining when to halt the training of our
I2I translation architectures. Consequently, we extended the
training of our generators until the generated images reached
a visually high-quality standard. To ensure impartiality in our
approach, we trained each architecture for an equal duration
in both task domains and recorded model checkpoints. From
these checkpoints, we arbitrarily selected three training epochs
(10-50-90%) for reporting.
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For both ADS task evaluations, the requirement was to
have pairs of simulated and real images. Unfortunately, to
our knowledge, the only existing lane-keeping dataset [81],
paired images based on steering angles rather than sim-to-real
image similarity. Consequently, we faced a shortage of suitable
resources and had to resort to manual mapping of a simulated
and real dataset [15]. These datasets depicted the same scenes,
but they were not originally designed to provide a one-to-
one correspondence between simulated and real images. This
manual mapping process may have introduced minor content
inconsistencies due to its non-standardized nature.

In the case of the DAVE-2 lane-keeping model used in one
of our ADS domains, our results are contingent on the training
quality of this model. We adhered to best training practices
to ensure that the results reflected the behavior of a well-
performing model. However, it is important to note that results
may vary if the model is trained with different parameters.

2) External Validity: Regarding external validity, it is worth
acknowledging that our study is limited by the number of ADS
systems and I2I models considered, due to the experiment
requirements (overall, we computed 340k scores = 6 I2I
models × 15 I2I metrics × 3 ADS metrics × 1,261 images).
This limitation can impact the generalizability of our findings.

3) Reproducibility: The entire pipeline used to obtain the
results discussed in this empirical study, including I2I model
training, segmentation models, metric calculations, and com-
parisons, is accessible and can be reproduced [82].

V. RELATED WORK

Existing research in the field of autonomous driving has
emphasized the need for real-world testing of ADS. Simulation
platforms, while valuable in the initial stages of testing,
are characterized by limitations in faithfully replicating the
complex characteristics of real-world environments [6], [83].
For a comprehensive exploration of the reality gap problem in
ADS, we recommend referring to the existing literature [84].

Sim2real gap mitigation techniques are highly diverse, in-
cluding digital twins [85], transfer learning [86], adversarial
testing [87], multi-simulation environments [23], domain ran-
domization [88], and hardware-in-the-loop testing [89].

In this paper, we focus on reality gap mitigation at an
input level through the utilization of GANs for real-world like
ADS inputs. In the context of model-level testing [24], [81],
researchers have employed GAN-generated driving scenarios
to evaluate the performance of these systems. DeepRoad [16]
leverages UNIT [20] to generate highly realistic paired driving
scenes for testing self-driving cars.

Concerning system-level testing, SilGAN [90] uses GANs
to create driving maneuvers for software-in-the-loop testing.
Kong et al. [91] developed realistic adversarial billboards
embedded in real-world images to potentially confuse au-
tonomous vehicles. DeepBillboard [87] employs both digital
and physical adversarial perturbation techniques to influence
offline steering. SurfelGAN [92] is a technique developed
by Waymo to generate realistic sensor data for autonomous
driving simulations without the need for manually creating

virtual environments and objects. A recent study [15] uses
CycleGAN to generate real-world-like images from a driving
simulator to train a telemetry predictor. Our findings reveal that
the efficacy of CycleGAN can vary depending on the specific
tasks, including factors related to ADS outputs.

To improve the capabilities of GANs and address image
quality issues, numerous studies have examined different GAN
evaluation metrics. However, there is no clear consensus on
which metrics are most suitable for assessing GAN perfor-
mance [9], [10], even less when considering the sim2real gap
in ADS testing.

Some studies have empirically validated GANs but have
primarily focused on analyzing the resulting distributions with-
out specific task-oriented evaluations [93], or they have used
general-purpose ImageNet models [94]. In our work, instead,
we evaluate the available metrics in correlation with the ADS
performance under test and propose a task-specific metric that
captures the behavior differences caused by synthetic inputs
generated by different GAN-based I2I translation models in
the context of image-gap mitigation.

To the best of our knowledge, our study is the first that
targets the reality gap mitigation for ADS inputs using gen-
erative I2I translation models and evaluates different metrics
to quantify the gap between virtual and real imagery data for
ADS testing.

VI. CONCLUSIONS AND FUTURE WORK

This work addresses the sim2real gap for vision-based
ADS by employing data-driven neural I2I translation models
to transform simulated driving scene images into real-world
driving counterparts. I2I models can generate realistic images
but have limitations, making it essential to have reliable
metrics that can assess whether the inputs generated by such
techniques are sim2real gap mitigating.

To this aim, this study contributes by empirically evaluating
13 existing metrics and two I2I models in addressing the sim-
to-real gap in ADS testing. Our study highlights the limited
transferability of I2I models across ADS domains and it
reveals that these metrics lack consistency across tasks. This
issue is addressed by introducing a task-specific perception
metric, which is shown to have higher transferability.

Concerning future work, we plan to employ the best metrics
from our study to develop data-driven techniques for sim2real-
mitigating simulation-based testing of ADS. Additionally,
these metrics can be utilized in combination with input valida-
tors [67], [69], [95], [96], [97] to filter out low-quality real-
world data that are not expected to be supported by the ADS.
Recent propositions showed the ability of diffusion models and
neural radiance fields to generate high-quality images, which
we plan to study as well in our future work. Additionally, we
plan to expand our study to other I2I models and ADS tasks,
including evaluations at a system level employing driving
simulation platforms.
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